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Ethical Challenges in Open Learning Analytics

I. Fetahović, E. Mekić, K. Kuk, B. Popović, E. Dolićanin

Abstract: Open learning analytics (OLA) is a new research field focusing to create an open
platform for integration of heterogeneous learning environments. The central notion in OLA
is openness, and it relates to architectures, processes, access, and datasets. Learning analytics
(LA) usually employs artificial intelligence (AI) technologies and machine learning (ML) algo-
rithms to provide information and predictions, thus enhancing learning experience. AI-based
systems provide many benefits, but their implementation raises ethical concerns due to wide
range of possible negative consequences. OLA approach amplifies ethical concerns related to
AI-based systems, such as privacy, transparency, bias, fairness, etc. In this paper we discuss a
comprehensive list of ethical issues in OLA along with mitigations procedures.
Keywords: open learning analytics, ethics, artificial intelligence, machine learning, education

1 Introduction

The rapid advancement in AI has facilitated the implementation of AI in education (AIED)
applications. AIED refers to the use of AI technologies in educational settings to enhance
teaching, learning, or decision making, by providing valuable information and predictions
to all stakeholders. Students receive personalized guidance and support, while teachers and
policymakers use AI to help them in making decisions. Students are increasingly using AI
and ML through various applications such as ones that provide enhanced learning through
online learning platforms, personalized education environments or LA. The new generation
of online learning platforms such as Learning Management Systems (LMS) or Massive
Open Online Course (MOOC) leverage AI technologies to achieve personalized learning.

AI and ML applications are incredibly influential, but also have a potential to cause
harm. Researchers have shown that prominent ML algorithms, often considered neutral,
can be biased against women, ethnic minorities, and low-income individuals [1] .

LA is an application of data analytics in education. It creates and uses procedures and
tools to collect, analyze and report the data about learners and their contexts, in order to
support and enhance the learning process. LA aims to monitor and analyze educational
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data to provide assessment and feedback, predict certain outcomes, or create recommen-
dations and personalized educational experience. However, LA may also unintentionally
result in consequences that benefit some students while harming others. OLA takes LA one
step further. It intends to integrate heterogeneous learning environments through concept
of openness, which refers to protocols, architectures, software, algorithms, or datasets.

In this paper, we analyze and report ethical issues and challenges in LA associated with
different learning environments and corresponding technologies. We also describe ethical
problems that arise when connecting different data sources, environments, and technolo-
gies in the context of OLA. Special attention is given to the ethical issues in ML and AI as
underlying technology for LA.

2 Background

Decisions produced by AI systems affect every aspect of our lives. Interest for embed-
ding ML and AI algorithms into digital technologies has grown over the years due to many
benefits, such as reduced costs and increased productivity. ML algorithms are used by edu-
cational and health institutions, financial sector, and national governments [2]. AI has been
applied to various domains, such as pattern and voice recognition [3], decision-making, nat-
ural language processing [4], and automatic language translation. Furthermore, individuals
often use recommender systems to help them choose a book, song or a product [5].

Ethics is a branch of philosophy concerned with what is right for individuals and society
[6]. It can be defined as a moral code of norms that exist in society externally to a person,
depending on culture and time. AI ethics deals with moral, political and social implications
of design, implementation and use of AI based systems. AI may cause unintended negative
consequences, abuses and wide range of both individual and societal harms.

The ethics of AI in general has received a great deal of attention in the research com-
munity, political institutions and civil societies [7]. Many of these research efforts and
initiatives focus on data related issues - informed consent, data privacy, biased datasets and
biased assumptions, and transparency.

Jobin et al. [8] analyzed the corpus of 84 documents containing principles and guide-
lines on ethical AI and reported a global convergence around five ethical principles - trans-
parency, justice and fairness, non-maleficence, responsibility, and privacy, with substantive
divergence to how these principles are interpreted. The most frequently mentioned ethical
issue in the literature is privacy and data protection. AI often needs large datasets for train-
ing and accessing those data can raise concerns of data protection. Studies have shown that
AI may pose privacy risks even where no direct access to data is achieved [9]. AI has the
potential for identification of anonymized personal data and can create new data protection
risks not envisaged by legislation [10].

Munn [11] argues that ethical principles and guidelines for AI technologies that emerged
in recent years are meaningless, incoherent, and eventually difficult to apply. He advocates
for alternative and intersectional approaches which require considering a wide array of so-
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cial and political factors.

3 Open Learning Analytics

The term open learning refers to the fact that all or most of the teaching is done by some-
one who is separated in time and space from the learner, whose learning and supporting
material is available to anyone, as well as the mission’s desire to include more dimensions
of openness and flexibility. The two most important aspects of openness are free availabil-
ity over the Internet and as few restrictions on resource use as possible, whether technical,
legal, or financial. This concept gives the student control over his or her learning path and
style. Openness is not associated only with learning material but is connected with all as-
pects of learning (management, teaching, marking, learning results analysis, etc.) [12].

LA is a well-known field focused on the collection, measurement, analysis and report-
ing of educational data to optimize learning and the environment in which it occurs, thus
providing benefits for students, instructors, and institutions. LA may be applied to sup-
port students through self-assessments, recommender systems, visualizations, personalized
learning paths, and real-time feedback, but also to support institutions in resource allo-
cation, student success, and finance [13]. LA is an interdisciplinary field between data
science/AI, statistics, learning sciences, and psychology. Majority of LA approaches so far
have been narrow and restricted to specific learning environments. Improving LA means
scaling it up to include distributed datasets across a variety of different platforms and envi-
ronments, to address the needs and objectives of various stakeholders.

OLA is a relatively new research area that refers to an open platform to integrate het-
erogeneous LA approaches. The term openness is yet not clearly defined, but it usually
refers to many things concerning LA, such as 1) architecture, processes, algorithms, tools,
and methods; 2) access and participation; 3) datasets, etc [14]. OLA needs open-source
software that uses open procedures, algorithms, and technologies to make it simple for
researchers and developers to integrate their own tools and approaches with the platform.
OLA can be viewed as a set of tools that will bring together the fields of LA and open source
software development as a means to investigate the intersection of LA and open learning,
open technologies, and open research [15]. The research community in OLA emphasizes
two major needs: 1) the development of appropriate open-source software, open standards,
and open APIs to address interoperability issues in this field, and 2) the importance of ad-
dressing ethical and privacy issues [16]. OLA uses data originating from multiple sources
to address the needs and objectives of different stakeholders by applying suitable analytics
tools and procedures.
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4 Ethical Issues in OLA

The advancement in applying digital tools and technologies in learning, as well as the avail-
ability of educational media, facilitated the emergence of a massive amount of educational
datasets from a wide variety of sources and environments. Datasets can originate from cen-
tralized educational environments, open and networked learning environments, messaging
platforms, social media, and sensory data coming from handheld and wearable devices.
All of these learning environments and associated technologies have their own security and
ethical issues. However, connecting and integrating them together amplifies many of them,
such as transparency and data privacy.

Different types of data can be collected from educational data sources. It can be activ-
ity data, assessment data, user profile data, etc. OLA approach implies not only using and
storing these data but transferring them between many different environments. However,
many of these data types can be classified as sensitive information and should be treated
with special attention. Mismanagement and inappropriate handling of data may cause se-
rious harm to stakeholders, especially adolescent learners and vulnerable groups, so OLA
solutions must incorporate mechanisms and procedures to avoid these risks. OLA solutions
must provide detailed documentation on how the data is being collected, processed, and
stored, how the data will be used, and how the learner’s identity will be protected. This is
called transparency and is crucial for the legitimacy and acceptance of OLA. Stakeholders
must also understand the purpose and benefits of using OLA.

LA can be performed in various ways, including basic data visualization and statistical
analysis. However, contemporary LA tools and methods employ AI and ML algorithms as
underlying technology. Therefore, when discussing ethical issues in LA, it should be done
in relation to ethical problems in the field of AI and ML.

Ethics of LA is an emerging field of study and it still remains unclear what it should
include. It usually includes ethical issues such as: informed consent and privacy, the inter-
pretation of data, the management of data, as well as on much broader issues such as power
relations, surveillance, and the purpose of education [17].

In the remainder of this section we discuss the most important ethical issues in OLA.

Transparency

Transparency is a major issue when discussing the ethics of AI and ML algorithms.
It means developing algorithms where all involved parties are aware of their inner work-
ings, assumptions, etc. Transparency includes the ability to explain and interpret model
predictions and behaviour. ML systems are inherently not transparent, and the commercial
confidentiality of models may further limit transparency. Lack of transparency may be in-
herent due to technology limitations or acquired by design decision and/or obfuscation of
the underlying data [18]. Modern ML algorithms are complex and fed with large amounts of
data which makes them almost impossible to read or interpret due to human cognitive limi-
tations or lack of appropriate visualization tools. Lack of transparency can also result from
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the malleability of algorithms, whereby algorithms can be continuously reprogrammed for
improvement, thus obfuscating the history of its evolution [19].

Transparency is a major issue in OLA context. OLA predicts use of open source
software, which promotes transparency. However, open standard, protocols, software and
datasets contribute to system complexity, opaqueness and hinder explainability.

There are different ways of addressing the problems related to lack of transparency.
The use of open-source software in the context of ML transparency has already been advo-
cated for over a decade [20]. Gebru et al. propose using documentation to describe “every
component, no matter how simple or complex, is accompanied with a datasheet describing
its operating characteristics, test results, recommended usage, and other information” [21].
This might be difficult to implement, especially for proprietary algorithmic systems. Fur-
thermore, there is no standard format for documenting the origin of a dataset [19]. Another
approach to transparency is the use of technical tools to test and audit algorithmic systems
for negative impacts and auditing a prediction or decision process in detail [22]. Every party
in OLA context should commit to strong testing and auditing tools and procedures describe
above. However, OLA also needs collaborative auditing, which requires sharing of relevant
information on algorithms, datasets and data governance procedures between all involved
parties.

Transparency is related to notions of explainability and interpretability. Some ML mod-
els, especially the complex ones, such as those relying on deep neural networks, produce
results that cannot be easily interpreted by humans. Such opaqueness and lack of trans-
parency of the model may be problematic or even unacceptable to humans, especially to
those who are directly affected by the decisions of the model. This issue is further am-
plified in situations when input data contains traces of bias and inequality. Most models
focus on the improvement of their used metrics, while less considering the interpretability.
Interpreting and explaining the workings and decisions reached by an algorithmic model
in OLA means understanding why those outcomes are produced, and having the ability to
present to the affected individuals the rationale behind that decision as if it had been pro-
duced by human. We need to be able to understand and explain model’s outcomes in terms
of its logic, technical rationale, social context, and moral justifications. The first two com-
ponents of interpretable AI are important in terms of technical consideration, while the last
two are significant at the point of delivery and deployment. Defining social context means
translating technical jargon of algorithmic decision process and outcomes into language of
the humanly relevant categories, relationships and meanings, which relates to the model
purpose and objectives.

The central notion for applying transparency is informed consent, which refers to an
individual permitting data collection and allowing action to be taken based on algorithmic
predictions. Institutions should design appropriate informed consent forms that learners
must sign before they can participate in OLA context. Those who decline participation
should not be disadvantaged in any way. Institution must inform and convince the potential
learners that the OLA project in question is beneficial, innovative and fair, and that advan-
tages outweigh the risk. In the modern era of IoT and smart sensors, collection of private
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information is possible without individual’s awareness and consent. Institutions in OLA
environment should identify a person who will receive and handle these complaints.

Accountability, responsibility and assessment

AI systems may take over functions that were previously done exclusively by human
agents. In a situation of negative consequences of AI systems’ decisions and predictions, it
may be difficult to designate responsibility and determine accountable parties, thus leading
to the violation of rights of the affected individuals or groups. This is further amplified in
OLA context, where different AI-enabled software systems produce and share information
between each other. These system are operated by many individuals belong to educational
institutions with different procedures for determining responsibility. Moreover, different
sites within OLA context may belong to different countries and cultures with various views
and notions on responsibility and accountability.

Accountability is a principle of identifying and assigning responsibilities for a proper
functioning of every component in OLA systems. Issue of accountability is divided into
two components: answerability and auditability. Answerability demands a clear and con-
tinuous chain of human responsibility to be constructed within OLA context. Auditability
deals with the question of how the people designated as the responsible ones are to be held
accountable.

Accountability gap arises from the fact that AI systems can’t be held responsible for
judgments and decision which affect the lives of others as humans do. This must be ad-
dressed in a way to complement AI decisions with a relevant source of human answerabil-
ity. This is not a simple task in OLA due to complexity and collaborative character and
using AI systems in OLA context, so it may be difficult to establish the levels of respon-
sibility in it. OLA necessitates sharing the results of review process with other parties in
the OLA context to better address issues of accountability and responsibility. Lack of
transparency and explainability may undermine moral responsibility and accountability for
the actions performed by ML algorithms in OLA context. Complexity of ML algorithms
may lead to denial of responsibility or “agency laundering”, where one blames the algo-
rithm for any controversial actions. To address this issue, establishing ethical committee
for algorithms’ oversight is advocated in [23], but critics stress that it can lead to “ethics
bluewashing” – presenting ML system as more ethical than it is [24]. Buhmann et al. [25]
suggest that organization should take responsibility for their actions, while Floridi [26] in-
troduces a concept of distributed moral responsibility that assigns moral responsibility to
all relevant parties in a network. Establishing appropriate ethical committee consisting of
members from all sites within OLA context is necessary for collaborative and distributed
approach to responsibility.

Bias

Algorithms are not ethically neutral, and may be biased in various ways, such as gen-
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der bias and racial bias. Machine bias may cause harm by creating or reproducing existing
discriminations based on gender, sex, or ethnicity, especially when it comes to minority
groups. It can harm human life in various ways, ranging from subtle impact to serious dis-
crimination with psychological, financial or life and death consequences.

An unfair or biased algorithm is one whose decisions are skewed toward a particular
group of people. It is mostly caused by the prejudices of the model programmers or inap-
propriate training datasets. Design, structure and features of AI based systems and models
for data mining, analytics and prediction are generated by their designers, and may suf-
fer from their designers’ preconceived notions, prejudices and biases. Data sources for
building and training AI and ML systems correspond to the current social structure and dy-
namics, and may reinforce and amplify existing patterns of discrimination and inequality.
ML model can be fed with preferentially sampled, inacurate, skewed, data or with data re-
flecting existing systemic societal bias [27]. Datasets for the training of ML algorithms can
be imbalanced, so they don’t correctly resemble or represent the entire population. This can
result in flawed, biased or discriminatory inferences and predictions. OLA systems are
prone to bias, partially due to open approach towards datasets and involvement to institu-
tions and people from potentially various countries and cultures with different prejudices.
Discrimination on the basis of certain racial, sexual, ethnic or other characteristic is not just
an ethical issue but also a violation of human rights laws and regulations, which makes it
illegal in many jurisdictions.

The best practical approach to tackle bias is to collect better data that includes suf-
ficient proportions of all groups of interest. Researchers [28] suggest that explicit racial
bias in algorithms can be mitigated by existing laws and regulations, while implicit, un-
conscious bias necessitates workplace diversity within high-tech industries and appropriate
public policies for bias detection and mitigation. OLA is especially sensitive to implicit
bias, due to difference in culture where involved parties may not be aware of stereotypes.
Due to collaborative nature of OLA and sharing of information, this stereotypes and preju-
dices may propagate to other institutions.

Another approach to mitigating bias is to exclude sensitive data variables containing in-
formation about gender or race. The processing of such information is limited or prohibited
under anti-discrimination and data protection law, to limit the risks of unfair discrimina-
tion. Data control procedures and excluding sensitive data from sharing might be suitable
approach for OLA. This is beneficial not only to possible bias propagation, but also to data
privacy concern.

Fairness

Fairness is an important notion in AI systems since those systems are built by people
who are generally prone to biases and prejudices. In the context of AI, fairness usually
refers to mitigating bias, discrimination, and harm. Fairness is an important feature of an
algorithm for preventing discrimination. However, the notion is subtle and ambiguous,
and researchers can’t agree on the definition, measurements and standards of algorithmic
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fairness. Authors in [29] suggest redefining concept of fairness of ML algorithms to include
notion of respect. Three distinct approaches for algorithm fairness are being proposed in the
research community: statistical parity, conditional statistical parity and predictive equality
[30]. Considering historical and sociological context not present in the ML datasets may be
helpful in determining appropriate approaches to fairness in algorithms.

Veale and Binns [31] propose a third-party intervention and assessment for improv-
ing algorithmic fairness. External entity holds sensitive data and analyses the data and the
model for potential traces of discrimination. We suggest this approach as the most ap-
propriate in the OLA applications. External entity for OLA should also receive auditing
information from all educational institutions and conduct algorithm fairness analysis.

Labelling and profiling

Analysis in [32] has shown that profiling can give rise to problems at the interface of law
and ethics. Author concluded that profiling is potentially inconsistent with the individual
rights of citizens in liberal democracies. LA may use a students’ historical data to catego-
rize them based on their predicted degree of success which can limit learning, discourage
and manipulate students, and lead to stereotypes, mistreatment and discrimination. Profil-
ing is a situation when ML algorithms categorize people based on characteristics such as
location, age, and behavior. Learning environment should allow students to learn from their
mistakes and past experiences without being labeled. Institutions in OLA context should
create auditing procedures for tracking labeling and profiling and propose measures to mit-
igate negative consequences of these practices. We recommended these procedures to be
uniform for all involved parties in OLA context.

Data ownership, control and sharing

Data ownership is a complicated ethical issue that relates to both raw and analyzed data.
Central question is who owns the data—the institutions, the students, or the companies that
use the data to create LA tools. Students should be able to decide and force institutions to
delete the data that are no longer needed by the system through the right to be forgotten.
Types of data to support LA and AI in education include recording of students’ outcomes
and competencies, their emotional states, and other sensitive data. The question is not only
who owns and who is able to access these data, but how the data should be processed, an-
alyzed and shared. Some authors claim that in the coming years it would be impossible to
maintain personal privacy and control at scale, so they emphasize ethical usage of the data
with ethical guidelines that are clearly understood [33]. OLA includes sharing data between
systems and institutions. Keeping track of data transfer and sharing might be cumbersome,
so rational data privacy rules and guidelines might be difficult to construct and apply. OLA
institutions should provide uniform guidelines for ethical usage of data to be applied at all
institutions in OLA context.
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Autonomy

ML algorithms may hinder human autonomy and undermine human dignity and self
determination. Human autonomy should be encouraged and model’s autonomy constrained
or reversed. Automation bias happens when human decision maker ignore their own as-
sessment on behalf of ML analytics due to its perceived objectivity. Promoting human
autonomy is possible through participation and negotiation of different stakeholders in the
design process. Addressing this issue in OLA may be done through disclaimers provider
by learning environments and educational institutions to teachers, emphasizing statistical
nature of ML algorithms and important of human agency in decision making process.

Privacy

Implementation of AI based solutions often includes the process of capturing and ex-
tracting personal data without the proper consent of the individual. Moreover, improper
handling of the data poses a risk of revealing such data to unauthorized third parties. Some
AI systems have the ability to target and profile individuals without their knowledge and
consent which can be interpreted as violating their basic rights to privacy. ML algorithms
reduce people’s ability to control who has access to information and how the information
is further processed and stored. When discussing privacy, some other connected issues nat-
urally arise, such as data protection and security, anonymity and informed consent. Users
may not be aware how and what type of information is being collected as they use ML
based systems.

Resolving data ownership and data control issues can help to establish good balance
between data privacy and data-processing benefits. Regulations such as GDPR have pro-
vided important procedures to tackle these problems. Blockchain, decentralized identifiers
(DIDs), and Smart Contracts are three Web 3 technologies that can be used to increase pri-
vacy. Smart contracts can be used to automate processes in OLA, such as course enrolment,
completion, and certification. This technology can also be used to establish trust and trans-
parency in the education system.

Stakeholders addressed privacy through trust, but some stakeholders may not trust one
another in OLA. Privacy is also connected with data control and governance. For example,
in USA there is no single federal law regulating information privacy, but a system of federal
and state regulations that contradicts one another [34]. On the other side, EU launched the
General Data Protection Regulation (GDPR) which contains strict standards and rules re-
lated to privacy, transparency and informed consent. GDPR applies to HEI outside of EU,
if they offer courses to EU citizens. OLA context implies intensive data access and data
manipulation activities such as sharing, transforming and processing. This is contradictory
to data privacy principles. Moreover, learner’s data in OLA is usually stored outside of their
home institutions or in a different country with potentially different laws and cultural norms
regarding privacy. Due to these complexities, OLA guidelines should focus on ethical usage
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of data instead on strict data privacy rules.

Social isolation, surveillance

Excessive usage of modern information technologies decreases the need for social in-
teraction and may lead to social isolation and can cause mental problems since humans
evolved as social animals that require frequent social interactions and understanding. Per-
sonalized solutions enabled by AI algorithms may result in hyper-personalization, when
the individual’s exposure to different opinions and attitudes is limited. This can negatively
influence some human capacities, such as abilities to establish trust and empathy, thus polar-
izing social relationships and degrading social cohesion, which are crucial for well-ordered
societies.

Surveillance in learning environments has a potential to alter behavior of not only stu-
dents, but also of teachers, faculty and administrators, transforming existing power relations
and creating new roles and responsibilities [17].

The obligation to act

Institutions should strive to support and encourage students, while students have a re-
sponsibility to do their best to succeed. Institutions are ethically obliged to act in accordance
with data provided by OLA, and students should share their learning data with OLA, if the
system is reliable and fair.

Conclusion

The proliferation of technology-enabled learning created a context in which educational
stakeholders generate massive amounts of data across different learning environments. LA
and big data analytics can leverage this context to develop a greater understanding of the
learning experience. OLA leverages open approach towards data, algorithms, and protocols
to enhance LA.

In this paper we have discussed ethical challenges in OLA. We have provided a compre-
hensive list of ethical issues and corresponding mitigation procedures. However, ethics of
AI in education must address not only data or computation related issues, but also questions
of the ethics of education [35]. These questions include, but are not limited to: the purpose
of learning, the choice of pedagogy, the relationship between teachers and technology, and
access to education.

Future research should be oriented towards establishing guidelines and frameworks for
ethical challenges in OLA. Framework should incorporate new knowledge and understand-
ings about learning and teaching, as our science, value, morality change over time [36].
It should consider issues related to data and algorithms, ethics of education, and overlaps
between them. Full ethics framework has also to consider issues that have yet to be even
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identified, such as new insights from pedagogy, psychology, educational neuroscience, and
philosophy.
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