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Existence and multiplicity of homoclinic orbits of a second-order
differential difference equation via variational methods

C. Guo, D. O’Regan, Y. Xu, R. P. Agarwal

INVITED PAPER

Abstract: This paper is concerned with the existence of homoclinic orbits of the second order
differential difference equation

G(t) — Ky(t,q(t)) + f(t,q(t +7),q(t),q(t = 7)) = h(z) .

By using critical point theory and variational methods, a nontrivial homoclinic orbit is obtained
as a limit of a certain sequence of periodic solutions of an appropriate equation. As a result, we
generalize the results obtained by Smets and Willem. Also, by applying a Symmetric Mountain
Pass Lemma, we obtain infinitely many homoclinic orbits of the above equation.
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1 Introduction

The purpose of this paper is to study the existence and multiplicity of homoclinic solutions
to the differential difference equation

Q(t) _Kq(IaQ(Z)) +f(taq(t+f)aQ(t)7Q(t_ T)) = h(t) ) (D

where T > 0 is a constant, r € R, ¢ € R", f(t,u1,uz,u3) € C(R x R" x R" x R"R"),
£(2,0,0,0) = 0, 2L41245) -4 () and is £—periodic in 7.

This kind of equation is the so-called mixed functional differential equation. Such equa-
tions arise in various applications. For example, in optimal control problems with delays,

the Euler equation corresponding to the action functional often involves both advanced and

Manuscript received February 13, 2012 ; accepted Invited paper

Chengjun Guo is with the School of Applied Mathematics, Guangdong University of Technology,
Guangzhou, 510006, China; Donal O’Regan is with the Department of Mathematics, National University
of Ireland, Galway, Ireland; Yuantong Xu is with the Department of Mathematics, Sun Yat-Sen University,
Guangzhou, 510275, China; Ravi P. Agarwal is with the Department of Mathematics, Texas A&M University
- Kingsville, Kingsville, TX 78363, USA



2 C. Guo, D. O’Regan, Y. Xu, R. P. Agarwal

delayed terms, see Pontryagin, etc [11]. In 1989, Rustichini [15, 16] studied a mixed func-
tional differential equation arising from a competitive economy. In 1997, Wu and Zou
[23] analyzed asymptotic behavior, periodic boundary value problems and wave solutions
to a special mixed FDEs. A physical justification of (1) was also discussed by Schulman
[17, 18] in the field of time symmetric electrodynamics and in absorber theory in Wheeler
and Feynman [22].

In [18], Schulman studied the following equations

(1) — 0q(r) = 3uq(t — ) + S p2q(t +71) + () )

and
(1) — 0?q(t) = S gt — ) + Siq(t + 7) + h(t), 3)

where U, 1y, @, T and T are given constants, T, 7; > 0 and A(z) is a given function.

Remark 1.1. Obviously, Eq.(2) and Eq.(3) are special cases of Eq.(1).
With h(t) = 0, we have from (1) that

G(t) — Kq(t,9(1)) + £ (1,4(1 4+ 7),4(t),4(t — 7)) = 0,

which arises in the study of traveling waves of the discrete sine-Gordon equation [10]

G =V (@1 —ax) =V (g — qe1) — Ksin(qr), ke Z, (4)

with a constant K > 0 under the condition K,(¢,¢(¢)) = Ksin(g(t)) and n=1. Eq.(4) de-
scribes the evolution of an infinite chain of atoms with elastic nearest neighbor interaction
and an on-site potential, according to Newton’s law. In [10], by employing variational
methods, Kreiner and Zimmer obtained the existence of traveling heteroclinic, homoclinic
and periodic waves.

In 1997, Smets and Willem [20] considered an infinite lattice of particles with nearest
neighbor interaction:

!/

G =V (@1 —a0) =V (e —aqx—1), keZ (5)

Using a variant of the mountain pass theorem, they proved the existence of solitary waves
with prescribed speed.
In [10, 20], a solitary wave is a solution of (4) and (5) of the form

qr(t) =ulk—ct), keZ.

Substituting in (4) and (5), they obtained the second order forward-backward differential-
difference equations

Au' () =V (u(t+1)—u(t)) =V (u(t) —u(t — 1)) — K sin(u(r)) (6)

and
I

Cu' (1) =V (u(t+1) —u(t)) =V (u(t) —u(t — 1)) (7)
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respectively.

Remark 1.2. Eq.(6) and Eq.(7) are special cases of Eq.(1).

In recent years several authors studied homoclinic orbits for Hamiltonian systems via
critical point theory. In this paper we will establish the existence of homoclinic orbits to
(1) by using a variational approach. For the existence of homoclinic orbits for second order
differential equations we refer the reader to (2, 3, 4, 6, 7, 9, 12, 14] and for first order we
refer the reader to [1, 5, 8, 19, 21, 24, 25] and the references therein.

We suppose that f, K and / in (1) satisfy the following assumptions:

(Hy) fisodd,i.e. foranyx € R", f(t,—x) = —f(t,x);
(Hy) there are constants kj,ky > 0 such that for all (r,¢q) € R x R”

kilg* <K(t.q) <k |q* and 3(q,K,(t,q)) <K(t,q) < (q,K,(1,9)),

where K € C'(R x R",R) is t—periodic in 7; here and in the sequel, (-,-) : R* x R* —+ R
denotes the standard inner product in R” and |- | the induced norm;

(H3) there exists a continuously differentiable T—periodic function F(z,v,v2) € C(R x
R"” x R",R) with respect to ¢, such that

Fvll (t7Q(t)7Q(t_T))+F\;2(taQ(t+T)aQ(t)) :f(th(t+T)7Q(t)7Q(t_T));

(Hy4) there is a constant B > 2 such that for every ¢ € R and (v1,v2) € R” x R"\{(0,0)}
0< ﬁF(l,Vl,VQ) < (Fvl] (l‘,vl,Vz),Vl) + (Fv,z(l‘,vl,VZ),Vg)

and F(t,vy,v2) = 0 if and only if v = v, = 0.
Set M :=sup{F(t,v1,v2) : 1 € [0,7],v} +v3 =1}, d) :=min{1,2k, }, dp := max {1,2k, },
4M < d and suppose that:

(Hs) h:R— R"is a continuous and bounded function and ( [ ]h(t)]zdt)% < %, where
0 < n <d; —4M and p is a positive constant which will be defined in Proposition 3.1 later.
As usual, a solution ¢ of (1) is said to be homoclinic (to 0) if g(r) — 0 as t — £eo. In
addition, if g # 0 then ¢ is called a nontrivial homoclinic solution.
This paper is largely motivated by the work of Rabinowitz [12] in which the existence
of nontrivial homoclinic solutions for the second order Hamiltonian system

q-{-Vq(t,Q) :0

was proved.
For the sake of completeness, two lemmas will be stated here which will be used in the
proof of our main results.

Lemma 1.1 (Mountain Pass lemma)[13] Let E be a real Banach space and / € C ! (E,R)
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satisfy the PS condition. If further /(0) = 0, and
(Cy) there exists constants p, o > 0 such that

I’aBp(o) >

and
(C>) there exists e € E\B, (0) such that I(e) < 0.
Then I possesses a critical value ¢ > « given by

c= infmaxse[o,l]l(g(s)),
gel

where
F={geC(0,1,E)[g(0)=0 and g(1)=e}.

Lemma 1.2 (Symmetric Mountain Pass lemma)[13] Let E be an infinite dimensional
Banach space and let I € C'(E,R) be even, satisfy the PS condition and 1(0) = 0. If E =
V @& X, where V is finite dimensional, and / satisfies

(C3) there exist constants p, & > 0 such that

I|aBpﬂX > «, and

(C4)  for each finite dimensional subspace E C E, there is a Y = y(E) > 0 such that I < 0
onE \By.
Then I possesses an unbounded sequence of critical values.

The rest of this paper is organized as follows. In Section 2 we establish a variational
structure for (1) with periodic boundary value condition and state our main results. In
particular we will show that under the assumptions of our main result the existence of
2kt—periodic solutions is equivalent to the existence of critical points of some variational
functional defined on a suitable Hilbert space. Finally, our main results will be proved in

Section 3.

2 Variational structure and main results

For eachk € N, let £} := W;,ﬁ (R,R") be the Hilbert space of 2kt—periodic functions on R
with values in R" under the norm

. 1
lalls = (S5 ()2 + |q(e) Pdr) .

oo

Furthermore, let L[7 ke k] (R,R") denote the space of 2kt-periodic essentially bounded (mea-
surable) functions from R into R” equipped with the norm

g/l == esssupilq(r)| : 1 € [—kT, kt]}.
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As in [9], a homoclinic solution of (1) will be obtained as a limit, as k — *oo, of a
certain sequence of functions g; € E;. We consider a sequence of systems of functional
differential equations

G(t) = Kq(t,q(1)) + (1,91 + 1), 4(t), (t = 7)) = ha(1), (®)

where for each k € N, A : R — R" is a 2kt—periodic extension of the restriction of 4 to the
interval [—kT, k7] and gy, a 2kT—periodic solution of (8), will be obtained via the Mountain
Pass Theorem.

Let
0c(q) = (J*5clla(r)]? +2K (1, q(1))]dr) 2. ©)
By (H>), we have
dil|qlE, < 07 () < dallql,. (10)
Let I; : Ex — R be defined by
I(q) = [Sl31a()? +K(t.q)ldi + [ (ha(0),q(0))dt — [51.F (t,9(2),q(t — 7))
= J0%(@) + [ 5 (1), q(0))dt — [ F (t,q(1),q(t — 7))dr. an
Then I € C'(E;,R) and it is easy to check that for any ¢,y € Ej,
L@y = [5e(q(0),3(0)dr + [ (Ky(1,q(0) + (1), y(1))dr
— J5 (R, (1,9(0),q(t = ©),y(1))dt — [X3(F,, (1,4(1), Q(f—f))yy(t—f))dh(lz)
By the periodicity of g(¢) and F(t,q(t),q(t — T)) with respect to 7, we get
ST (B 1+ 7,q(0 4+ 0).(60)).5(0)de = 55 (F (1. q(t +7).q(0)),5(0) .
Thus ,
L(q)y = [M5a(=d(0) + Ky (1, q(0) + u(0), y(0))dr
— S5 (B (1.q(0),q(t = ©) + Fy, (1, 9( + 7),q(0)), (1) )dr
and
L(@)a < 02(q)+ [“c(hu(t),q(0))dt — [*5(Fy (1,q(1),q(t — 7)), q(t))dt 13

— [ B (1.9t +7).4(0)), q(1))dr.
Therefore, the corresponding Euler equation of functional I is the following equation
(1) = Kqg(t,q(0)) + F, (1,4(1),q(t = 7)) + F, (1,9t +7),9(0)) = (1) (14)

Moreover, under assumption (H3), it is clear that critical points of I are classical 2kT—periodic
solutions of (8).
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We now state our main results

Theorem 2.1. Under the assumptions (H») — (Hs), the system (1) possesses a nontrivial
homoclinic solution ¢ € W!2(R,R") such that g(¢) — 0 as t — d-co.

Remark 2.1. Theorem 2.1 extends both Theorem 7 and Theorem 8 in [20].
If h(t) =0 and f(t,-,-,-) is an odd function for any ¢ € R, we show that the system (1)
has infinitely many homoclinic solutions.

Theorem 2.2. If i(r) = 0 and the conditions (H;) — (Hy) are satisfied then the system
(1) possesses infinitely many nontrivial homoclinic solutions ¢ € W!?(R,R") such that
q(t) — 0ast — +oo.

3 Proof of the main results

In order to prove Theorem 2.1 and Theorem 2.2, some propositions are needed. We begin
with a result which is a direct consequence of estimations made by Rabinowitz in [12].
Proposition 3.1. There is a positive constant p such that for each k € N and g € Ej the
following inequality holds:

laillzs . < PllgkllE.- (15)

Proposition 3.2. For every ¢ € [0, 7] the following inequalities hold:

F(t,vl,vz)gF(t,rﬁ,ﬁ)\v\ﬁ if 0< <, (16)
F(t,vl,vz)ZF(t,ﬁ,lvﬁ)]vm if | >1. (17)

Proof. Let g : [0,4c0) — [0, +o0) be defined as follows:

() =F(t,¢ v, 'n)CP.

From (Hy), we have

!/

g,(C) :Cﬁil[_(Fvl(tvCilvlﬂcilvz)vcilvl)
_(Fvlz(tvCilvlagilvz)vcil"?)+BF(taC71vlaC71V2)]

<0.

This shows that the function F(r,{ 'vi,{'v;)¢P is nonincreasing. Hence (16) and (17)
follow.

Proposition 3.3. Let m := inf{F (t,v1,v2) :t € [0,7],v} +v3 =1}, { € R\{0} and v;,; €
Ex\{0}. Then we have

KF(t,Evy, Ev)de > m|C|P [*T |v(t)|Bdr — 2km. (18)
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Proof. Fix { € R\{0} and v;,v; € E;\{0}. Set
Dy ={t € [—kt,kt]: |Cv| < 1}
and
Dy ={t € [—kt,k1]: |Cv| > 1}.
From (17), we get
e F (v Gva)de > o F(1, v, Gva)d > [ F o, 25 ) EvlPar
> me—k|Cv]Bdt
>m [Y5 | EvlPdt —m [y, /P
> mlg1P 4T, () Pt — 2home,
Proposition 3.4. LetY : [0,+c0) — [0, 4o0) be defined as follows : ¥ (0) = 0 and

! /!
Y(s) — (Fy, (tv1,v2) v1)+(Fy, (1v1,2),v2)
(s) = max;co,],0<2 +v3<s o)

for s > 0. Then Y is continuous, nondecreasing, Y (s) > 0 for s > 0 and Y (s) — oo as
§ — o0,

It is easy to verify this fact applying (H4) and Proposition 3.2.
For each k € N, let L[z_ e denote the Hilbert space of 2kT—periodic functions on R
with values in R"” under the norm

lallz = ([ la(e)dr)z.

[kt k]

Let /i : R — R" be a 2kt—periodic extension of /i|[_g x7) onto R. From (Hs) it follows
that

iz, < - (19)

—kt kT

Lemma 3.5 If f, F, K and h satisfy (H,) — (Hs), then for every k € N the system (8)
possesses a 2kT—periodic solution.

Proof. It is clear that [;(0) = 0. We now show that ; satisfies the Palais-Smale condition.
Assume that {g, }men in Ey is a sequence such that {I (g ) }men is bounded and I,;(qm) —0
as m — +oo. Then there exists a constant d3 > 0 such that

|Ik(Qm)| §d37 HI;(C]m)‘

E; <d3 forevery meN, (20)

where E; denotes the dual space of Ej.
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We first prove that {g, } men is bounded.
Note from (Hy4) and (11) we have

02 (an) < § SEee (B (0,0 (), Gt = 7)) + By (1,Gm(t + ), gn(1)), g (1))t
+21(qgn) = 2[5 (1) g (1) )1

From (13) and (21) we get

/

(1 - %)(sz(%n) < 2Ik(Qm) - %Ik(Qm)Qm - (2 - %) ffzf(hk(t)an(t))dt'
Also from (22) we have

(1= 300 (am) < 20slam) +12 = B)iels .+ 310k 5,

[0,2k7]

Combining (10) with (19), (20) and (23) we get

(1= 3)di[lgml}, — 2d5 — [3d3+ (2 — %) 351 lldml |5, <O.

21

(22)

(23)

(24)

Since B > 2, (24) shows that {g,, } men is bounded in Ej;. Hence we can extract a subse-
quence of {gy, }n,.eN such that {gy, }»,en converges to g in Ex(weakly). On the other hand,

(15) and (24) imply g,, — g uniformly on [—k7,k7]. Hence

/

(I(qm) —1(@)) (gm — q) — O

and

lgm — qll ;2

[0,2k7]

Set

It is easy to check that @ — 0 as m — +oo. Moreover, an easy computation shows that

0,2kt

(e(gm) ~ (@) (dm — @) = ldm — 13, — P

and 0 [|gm — 4|2

2 —+ 0. Consequently, ||g,, —¢q||g, — 0.
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We now show that there exist constants p, & > 0 independent of k such that every I

satisfies assumption (C;) of Lemma 1.1 with these constants. Assume that ||g|| L5 < g
From (16) we have
e F(a(n),q(e—1))dr < [FTF (e, 50 W u(e) P
< M X5, Ju(e) P
kt (25)
<M [5G fu(e)lde

< 2M|lqllZ,

where u(t) = \/q(t) + ¢*(t — 7).
Also from (9)-(11), (19) and (25) we obtain

(q) > ydillqlE, —2Mlalz, — s, llallz
> 5diqllz, —2Ml|qllz, — 55 ll4llE, (26)

> 5(di =1 —4M)|\gllE, + }lqllZ, — 35 llalle.

[0,2k7]

Note that (Hs) implies (dy — 1 —4M) > 0. Set

1 di—n—4M
p_p7 o= 2p2 .

From (15), if ||g||s, = p then (26) gives
I(q) = c.

It remains to prove that for every k € N there exists e € E; such that ||ex||g, > p and
Ix(ex) < 0. From (9)-(11), (18) and (19) we have that for every { € R\{0} and ¢ € E;\{0}

I(Cq) < 3d|CPllallz, + 18135 Nl

[0,2k7]

27)
+2kmt —m|E|B [¥T_|u(r)|Pdt.

Take Q € E; such that Q(+7) = 0. Since B > 2 and m > 0, (27) implies that there exists

& € R\{0} such that |£Q||g, > p and [,(£Q) <0
Set

ei(t) =6 0(r)

and

ex(t) = (28)

{ e (t) for |t|<t

0 for t<|t| <kr,
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for k > 0. Then ey € Ey, ||ex||g, = |le1||g, > p and Ix(ex) = I (e1) < O for every k € N. From
Lemma 1.1, I; possesses a critical value c; given by

cx = infger, max 0.1k (8(5)), (29)
where
I ={g € C([0,1],E)[g(0) =0 and g(1) = e}
Hence, for every k € N, there is g; € Ey such that
I(ge) = ck,  I(qx) =0. (30)

The function g is a desired classical 2kT—periodic solution of (HSy). Since ¢ > 0, g is a
nontrivial solution even if /;(¢) = 0.

Lemma 3.6. Let {g;}ten be the sequence given by (30). There exists a go such that
gr — qo in C. (R, R") as k — oo

Proof. The first step in the proof is to show that the sequences {cx txen and {||gk||g, }xen
are bounded. For every k € N, let g, : [0,1] — Ej be a curve given by

gk(s) = sey,

where ¢y is determined by (28). Then g € I'y and (g« (s)) = I1(g1(s)) for all k € N and
s € [0,1]. Therefore, by (29),

Cx = max ge(o,1)/1 (g1(s)) = Mo

independently of k € N.
As I,(qx) = 0, we have from (Hy), (11) and (12) that

o =I(qr) — 2 (q0)qx

> (5 =1 [ 5 F (6 ak(t), qit = ©)dr + 5 M1 (he(2), qu(e) )at.

From (31) we obtain

S F (,ax(1),qx(t = 7))t < g5 2 — [45 (1), qi(1))dr). (32)
Next from (9)-(11), (19) and (32) we have

€1y

laell3, <M. (33)
To see this note
dillgell?, < 0F(ax)
= 20— 2 [F (1), que(0)dt +2 [*T F (1, i (1), qu (e — 7))t
. 5 . (34)
< 2Mo + 5 llakl e+ 5= 12Mo + 55 [|gx | £.]

2B M, —1
pM 4 18 gk -
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Since d; > 0 and all coefficients of (34) are independent of k, we see that there is a M; > 0
independent of k such that (33) holds.
From (15) and (33) we have

”q"”LfB,zm <pM, =M, forevery keN. (35)
Since g satisfies (14), we have if t € [—kT, k7]
|Ge(@)] < | (0)| + Ky, (2, 1))|
+F, (1.4(),q(t = ©)| + R, (1.4(t + 7),q(1)) -

Therefore, (Ha), (H3), (Hs), (35) and (36) imply that there is a M3 > 0 independent of k
such that

(36)

Gl s < M3 (37)
From (35) and (37) we have
k()] = 1[5, dx(s)ds +di(n))|
< {1 () 1ds + |qi(t) — qi(t = 1)]
< M;+2M,.
Thus for every k € N

Gl .y < Ma.

Lemma 3.7. The function gy determined by Lemma 3.6 is the desired homoclinic solution
of (1).

To prove this we use a result which was established by M. Izydorek and J. Janczewska
in [9] which we now state.

Proposition 3.8. Let ¢: R — R” be a continuous mapping such that ¢ € L? (R,R"). For
every t € R the following inequality holds:

a0 V2L (a@)P + la)P)ds)*. (39)

Proof of Lemma 3.7. The proof will be divided into three steps.
Step 1: We prove that go(z) — 0, as t — +oo.
Note we have

S22 (a0 P +ldo(6) Pt = Lim_[7% (lqo(t) > + o (1) *)ds

J—rtee
1 : JT 2 . 2
= Jimtim f 75 (g (1) + (1) P

Clearly, by (34), for every j € N there exists n; € N such that for all kK > n; we have

L (an O +dn (O)P)dt < llan|IE, < M7
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Letting kK — +oo, we get
P2 (lqo(0)* + |go(1)[*)dr < M,
and now, letting j — o0, we have
J22(qo(O)[*+ [go(r) |P)dr < M3,

and so
Jism(|90()? +14o(1)[?)dr = 0, as  m — +eo. (39)

Then (39) shows that our claim holds.
Step 2: We now show that go(r) — 0, as t — oo,
Note from (38) that

. 2 <2 t+%. 2d 21+% .. 2d
g0 <2, 1 ldo(s)["ds +2.],_ " ldo(s)["ds

=3
l+% 2 . 2 t+% .. 2
<20 F(la0(s) P+ ldols) P)ds +2 /7 Ldo(s) P
Since we have (39) and (3.30) it suffices to prove that

[ G0 (0)[2dt — 0, as  m — oo (40)

m

By (1) we obtain

S o) Pde - = [ (1K (8,q0(6) = £ (190t +1),q0(1),qo(t — 7)) Pds
I RGPt 42 [ (K (8,q0(0)), h(t) )t
=2 [ (f(,q0(1 + 7),90(t), qo(t — ), (1))

Since f(¢,0,0,0) =0,K,(t,0) =0forallt € R, go(t) — 0, as t — oo and [\ h(e) | 2dt —
0, as m — =0, (40) follows.

Step 3: Finally we show that if &2 = 0 then go #Z 0.

By the definition of Y, we obtain

k !
2 (el Ml > J5e(F (1 ar(0), 00l — 7)), au(0))de

, @)
+ffzr(Fv2([’q]€([+ T)?Qk<t))7CIk(t))dt
for every k € N. Since I,;(qk)qk =0, (12) gives
ffzr(Fvll (t7q1€(t)a qk(t - T)) +Fv/2(t7q1€(t + T)?Qk(t))>qk(t))dt (42)

> [Relae(0)Pdr + [57 (K (1, qx(0)), ai (1)) dr.
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From (H,), (41) and ((42)) we have

Y (llgellzs . gl 7, > min{3, ki}lgxllZ,

and hence
Y(llgellzs,,, ) = min{5,k1}.
Consequently the properties of Y imply there is a A > 0 (independent of k) such that

lawllzs ., = A- 43)

Now to complete the proof, observe that by the T—periodicity of F and K, whenever g (t) is
a 2kt—periodic solution of (1), so is go(f+ j7) for all j € Z. Hence by replacing g () earlier
if necessary by gx (¢ + jt) for some j € [—k,k|NZ it can be assumed that the maximum of

qk(t) occurs in [—17, 7]. Therefore if g(t) — 0 in C2 . along our subsequence,

laullee ., =limmax e[ qlq(t)| = 0,

which contradicts (43).

Proof of Theorem 2.1: The result follows from Lemma 3.7.

Proof of Theorem 2.2: The condition (H; ) implies /; is even. We know I, € C!(E,R),
1(0) = 0 and I satisfies the PS condition. In order to prove Theorem 2.2 by using the Sym-
metric Mountain Pass Lemma, we shall show (C3) and (C4). From the proof of Theorem
2.1, (Cy) is true, so (C3) is also true.

We now prove (Cy4). Let Ex C E; be an finite dimensional subspace. By (Hy), there
exist some constants &; > 0, & > 0 such that

F(l,vl,VZ)ZOC](\/V%-FV%)I}—OCQ, V1,V2€Ek. (44)
Then for any @ € Ex, @ # 0 and A > 0, we have by (10) and (44)
(A9) =% (@)~ [ F(t.20(0). A0 1)t

(45)
< 4 0lls — 2P [ (Vo0 + 92— 1)Pdr + 2kt

From (45) we have
1imlﬁoolk(l(p) = —oo, (46)

Now (46) implies that there exists a large enough A such that I (A @) < 0. An argument sim-
ilar to that in Theorem 2.1 (together with Lemma 1.2) guarantees that [; possesses infinitely
many nontrivial homoclinic solutions ¢ € W!?(R,R") such that §(¢) — 0 as t — oo, Thus
the proof of Theorem 2.2 is complete.
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